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Good reasons to drop the course (to save ur time)
• I am not into maths/statistics. I mainly want to learn how to implement AI

• This course aims to learn the fundamental and the advanced. Both have has a lot of boring 

maths.

• I want to take a well-polished mature course

• I created this course last year and fully redesigned it now. Not mature at all. Neither the field.


• I want to have a slow-paced course. I want you to derive equations on the board.

• This is an extremely fast-paced field/industry. So is this course.


• I do not have machine learning background

• I assume you have it (details on the syllabus). If not, you may suffer, get lost, or lose interests 

to learn more.

• I have not used object-oriented programing language before. Can I use Matlab?

• Projects are written in Python, starting on day one.


• I want an easy course. I want an in-person course …
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Reasons to stay (short version)
• I am a PhD in the direction of Trustworthy AI


• I want to be a PhD


• I want to take a research positions in the industry


• I want to have a publication


• I have a lot of time to work on this course (< no more than two more heavy 
courses/research tasks)


• I want to be a leader in safety-critical applications e.g. self-driving cars, 
healthcare, assistant robotics, etc.
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Plan for today
• Logistics


• Overview


• What is Trustworthy AI AuTonomy (TAIAT)?


• Why now?


• Who cares?


• How to learn Trustworthy AI?


• Summary/reading materials
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Online live lectures
• Live lectures on zoom, as interactive as possible


• Ask questions!


• By raising your hand


• By entering the question in chat


• Participating the live lectures is critical as we have many in-class discussions/
presentations. Please slack me if you may have difficulty to do so.


• Join on time: I wrote a script to check your Zoom participation


• Open the camera if possible: Especially if you would like a recommendation 
letter from me
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Logistics
• Everything is on Canvas/Syllabus. Read it carefully.
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Assessment
• 55%: projects


• 10%: Project 1 - robustness of deep 
learning


• 10%: Project 2 - model-based 
reinforcement learning


• 35%: Challenge


• 5%: Proposal and proposal presentation


• 5%: Milestone review


• 10%: Presentation/Expo


• 15%: Final report


• 35%: Paper review 


• 5%: Long review 1


• 5%: Long review 2


• 5%: Long review 3


• 20%: Long review 1 presentation


• Zoom participation: 10%
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• Emphasize on education 
rather than selection.



Ding Zhao | CMU

Supports
• Office hours every week day


• Campuswire hotline: get answers in 48 hours


• Project/challenge support camp (every Friday)
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What is trustworthy AI?
An example with autonomous vehicles
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• The meaning of Trustworthy AI can be 
derived from the report of the AI HLEG 
on Ethical Guidelines for Trustworthy AI. 
Trustworthy should not be interpreted 
here in its literal sense, but rather as a 
comprehensive framework that includes 
multiple principles, requirements and 
criteria. Trustworthy AI systems are 
human-centric and rest on a 
commitment to their use in the service 
of humanity and the common good, with 
the goal of improving human welfare 
and freedom. Trustworthiness is 
conceived as a mean to maximise the 
benefits of AI systems while at the same 
time preventing and minimising their 
risks (AI HLEG, 2019)

What is trustworthy AI?

10Fernández Llorca D, Gómez E. Trustworthy Autonomous Vehicles. Joint Research Centre (Seville site); 2021 Dec.
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• Thus, trustworthy AI systems are 
grounded on three main 
components. First, they have to 
be lawful, complying with all 
applicable laws and regulations. 
Second, they have to be ethical, 
ensuring adherence to 
fundamental principles and 
values. And third, they have to 
be robust (in the general sense), 
both from a technical and social 
perspective

What is trustworthy AI?

11Fernández Llorca D, Gómez E. Trustworthy Autonomous Vehicles. Joint Research Centre (Seville site); 2021 Dec.
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Key requirements (KR)

12Fernández Llorca D, Gómez E. Trustworthy Autonomous Vehicles. Joint Research Centre (Seville site); 2021 Dec.



Ding Zhao | CMU

Key requirements (KR)

13Fernández Llorca D, Gómez E. Trustworthy Autonomous Vehicles. Joint Research Centre (Seville site); 2021 Dec.



Why now?
And why I care about trustworthy AI autonomy
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We are on the cusp to revolute the way to make machines
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Connected

By complex structures

Evolving

In a self-supervised way

Sharing

With blackboxes 
and uncertainty

“Waterfall model”

“V process”
Wikipedia

Reinforcement 
Learning

[Science, 2018]

“Big data has met its match”

Open Code/data

[Science, 2017]

Neural Network

[Science, 2019]
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AI autonomy
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Tesla

Fatal Crash, May, 2016

How to design and assess 
trustworthy AI autonomy?

Things can go very wrong

... even for the best players

Uber

Kill a pedestrian, March, 2018

Waymo

Accident, May, 2018



“

- Mission of SafeAI Lab @ CMU

To develop trustworthy (robust, safe, 
generalizable, explainable, certifiable, and 
human centric) AI in the face of the uncertain, 
dynamic, multi-agent, and human-involved 
environment by bridging rigorous theories and 
practical technologies.



｜Mobility ｜healthcare



Who else cares?
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Who else cares? Like everybody?
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Why TAIAT? - Academia
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Why TAIAT? - Academia
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Why TAIAT? 
- Academia
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Why TAIAT? 
- Academia
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Why TAIAT? - Industry
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Why TAIAT? - Industry
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Why TAIAT? - Industry
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Why TAIAT? - Industry
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Why TAIAT? - Industry
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Why TAIAT? - Industry
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Why TAIAT? - Industry
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Why TAIAT? - Government
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Challenges in TAIAT
• Safety critical applications


• Long tail problems/edge cases/imbalanced dataset/rare events


• Multi-modes/high-dimensional data modeling


• Exploration with cautiousness


• Make decision in evolving/new environment
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The biggest enemy of learning 
Trustworthy AI

- Lack of the big picture in an exciting and rapidly developing field of study
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Money 
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Job 
opportunities

37



Ding Zhao | CMU

Exciting and new findings
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Many papers are on Arxiv
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(Free) courses and online learning materials
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https://chuvpilo.medium.com/whos-ahead-in-ai-research-in-2020-2009da5cd799

Word Cloud of Paper 
Titles at ICML 2020

Yet, a vast ocean of knowledge
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Moreover, topics are interconnected

42https://blog.ml.cmu.edu/2020/12/04/carnegie-mellon-university-at-neurips-2020/



The biggest enemy of learning 
Trustworthy AI

- Lack of the big picture in an exciting and rapidly developing field of study

My way …
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Finished projects

Environment/model Agent/decision

Human/evaluation

p(st+1 |st, at)

𝔼p,π[Σtr(st, at)]

π(st)

Trustworthy AI for

Safety-Critical Applications

50+ peer reviewed publications 

11 PhDs, 25 MS, 2 undergrads


2 postdoc, 2 visiting PhD

~30 projects



Finished projects

Traffic 
Primitives

FOT: Functional 
Optimal transport

United 
database

Deep IS

Hierarchical AI

Critical scene 
generation Train RL 

with IS env

Certifiable 
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Rubst functional 
modular system
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Human/evaluation
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Robust RL 
Coalitional 

game 
Delay aware RL
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Structure of this course
• More details on the syllabus
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Structure of this course
• M1: Deep learning basics - Reading 1

• Explainability 
• Robustness: adversarial ML/security 

attack/defense 
• M2: Reinforcement learning - R2

• Model-free

• Model-based


• M3: Safety

• Safe RL: Constrained MDP

• Reachability, barrier function, Lyapunov 

stability

• M4: Digital twins/Metaverse


• Certification methods

• Critical scenario generation: data 

driven/adversarial robust/knowledge-
based controllable generation


• M5: Generalization

• Contextual MDP, domain randomization

• Hierarchical AI, Life long learning


• M6: Human centricity and social good

• Privacy, fairness


• NOT included (but also important)

• Societal impact of AI/law/ethics
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对⼈⼯智能的要求  (Requirement for AI)
- 2 0 2 1

公义
Solve real-world 
problems

道德
Ethics

规范
Standardized

⾃主解决复杂问题
Solve complex
problems 可信赖的智能

Trustworthy 
AI

2010-

2018-

19xx-
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Goal of this course
• Challenges in doing research on TAIAT?


• A rapid growing field


• A lot of interconnected background knowledge


• Goal of this course


• Have a good sense of the TAIAT research landscape in academia and industry


• Understand the basic concepts and where to find recourses


• Quickly identify the key contributions/limitations of a new research


• Propose and implement a novel idea with a team; know what is (im)possible; time management


• Get better prepared for interviews of an AIML research position


• A gateway to decide where to focus in your next step
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Output of this course
• By the end of this course, in the area of TAIAT, you will be able to 


• Review fundamentals of AI


• Understand the big picture


• Quickly read papers


• Identify a sub-area of interest for your master thesis/PhD research


• Plan the whole publication cycle of your own research


• Have a unique story to tell in your job interviews
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Best resources
• Feifei Li, Stanford CS231n: Convolutional Neural Networks for Visual 

Recognition


• Sergey Levine, Berkerley CS 285: Deep Reinforcement Learning, Decision 
Making, and Control 


• Pieter Abbeel, Berkeley CS287: Advanced Robotics


• Chelsea Finn, Stanford CS330: Multi-Task Learning & Transfer Learning Basics 


• Dorsa Sadigh, Stanford CS333: Safe and Interactive Robotics


• Bo Li, UIUC CS 598: Adversarial Machine Learning


• Many other materials from Yee Whye Teh, Ian Goodfellow, J. Zico Kolter, etc
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Worth reading
• Fernández Llorca D, Gómez E. Trustworthy Autonomous Vehicles. Joint 

Research Centre (Seville site), Dec, 2021. 
https://publications.jrc.ec.europa.eu/repository/handle/JRC127051


• Clark Barrett, David L. Dill, Mykel J. Kochenderfer, Dorsa Sadigh, Stanford 
Center for AI Safety White Paper 
http://aisafety.stanford.edu/whitepaper.pdf


• Amodei, D., Olah, C., Steinhardt, J., Christiano, P., Schulman, J. and Mané, 
D., 2016. Concrete problems in AI safety. 
https://arxiv.org/abs/1606.06565


• Standards for Trustworthy Autonomous Vehicles 
https://www.youtube.com/watch?v=rKj19umzYZM
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